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A B S T R A C T

Objective: It is crucial for clinicians to stay up to date on current literature in order to apply recent evidence to
clinical decision making. Automatic summarization systems can help clinicians quickly view an aggregated
summary of literature on a topic. Casama, a representation and summarization system based on “contextualized
semantic maps,” captures the findings of biomedical studies as well as the contexts associated with patient
population and study design. This paper presents a user-oriented evaluation of Casama in comparison to a context-
free representation, SemRep.
Materials and methods: The effectiveness of the representation was evaluated by presenting users with manually
annotated Casama and SemRep summaries of ten articles on driver mutations in cancer. Automatic annotations
were evaluated on a collection of articles on EGFRmutation in lung cancer. Seven users completed a questionnaire
rating the summarization quality for various topics and applications.
Results: Casama had higher median scores than SemRep for the majority of the topics (p � 0.00032), all of the
applications (p � 0.00089), and in overall summarization quality (p � 1.5e-05). Casama's manual annotations
outperformed Casama's automatic annotations (p ¼ 0.00061).
Discussion: Casama performed particularly well in the representation of strength of evidence, which was highly
rated both quantitatively and qualitatively. Users noted that Casama's less granular, more targeted representation
improved usability compared to SemRep.
Conclusion: This evaluation demonstrated the benefits of a contextualized representation for summarizing
biomedical literature on cancer. Iteration on specific areas of Casama's representation, further development of its
algorithms, and a clinically-oriented evaluation are warranted.
1. Objective

As the volume of published biomedical literature increases at an
unprecedented rate, it is challenging for a clinician to stay up to date.
Aggregating and summarizing the current state of knowledge in a disease
domain can help inform a clinician's thinking on disease processes and
the effectiveness of treatment strategies. Summarization systems such as
UpToDate provide manually curated overviews of clinical topics. How-
ever, given the expense associated with expert curation, utilizing natural
language processing techniques for automatic summarization is an
attractive alternative.
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One approach to automatic summarization uses the relations found in
the text to form summaries. Relation extraction is the process of auto-
matically mining the input corpus for entities of interest (such as treat-
ments and outcomes) and the semantic relationships that exist between
them (such as ”treatment X improves outcome Y00). Current relation
extraction systems omit the context of the extracted relations. If a relation
such as ”treatment X improves outcome Y00 is detected, this association is
considered ”true” regardless of the context in which the relation was
found. However, context is crucial for capturing the full meaning of
a relation.

Casama, a representation and summarization system for biomedical
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literature on lung cancer, characterizes ”context” at two levels: the study
level, which describes experimental conditions such as study design and
outcome measures; and the patient/population level, which captures
properties of the study population.

This paper describes an evaluation study that compared the summa-
rization capabilities of Casamawith a baseline system SemRep, a context-
free representation. Manual and automatic annotations of several articles
on driver mutations in cancer were reviewed and rated by multiple users.
The results of the final analysis demonstrated significant advantages of
Casama's contextualized relations over SemRep, particularly in the rep-
resentation of strength of evidence.

2. Background and significance

2.1. Relation-based summarization

The representation of knowledge as concepts and relations was first
explored in the 1970s by Novak, who applied this representation for
education, and Sowa, who developed a computable formalism that sup-
ports querying and inference [1,2]. Relations (two or more concepts
linked by a relationship to form a semantic unit) were proposed as the
basic elements of knowledge. The collection of these relations, referred to
as ”concept maps” or ”conceptual graphs” have been shown to be an
effective way to represent, visualize, and communicate knowledge [3].

Many biomedical summarization systems use automatically extracted
relations to structure their summaries. Some systems focus on mining
biomedical articles for instances of a single relation type, such as protein-
protein interactions [4–7], gene-protein interactions [8,9], drug-drug
interactions [10–13], or treatment-disease relations [14,15]. Other
summarization systems extract a variety of relations and present them
visually to provide a comprehensive summary of the knowledge domain.
For example, Telemakus uses relations extracted from tables and figures
to represent claims in biomedical documents [16]. AliBaba uses pattern
matching and co-occurrence filtering to extract protein-protein, gene--
gene, and drug-disease relations, among others. These relations are then
visualized as a graph for real-time browsing of PubMed query results
[17]. BIOSQUASH, a summarizer based on the extraction of highly
relevant sentences from the original document, produces a semantic
graph to aid the sentence selection process [18]. Similarly, Morales et al.
represent documents as a graph and cluster the sentences within the
graph to determine which sentences are most significant [19].

The most significant work in visual summarization is the National
Library of Medicine's Semantic MEDLINE. Semantic MEDLINE uses a
relational framework based on SemRep to summarize claims made in
scientific literature. Semantic MEDLINE utilizes four principles to select
which relations or ”predications” should be included in the summary:
relevance to the topic, connectivity of related predications, novelty of
extracted knowledge, and salience or high frequency of predications
within the source text. These are determined by examining the graph-
based or statistical features of the semantic network [20].

Crucially, none of these systems use study context or patient/popula-
tion context to focus their summaries. Indeed,while context in general has
been explored in the domain of artificial intelligence [21–26], there has
been relatively little development of context-sensitive systems to enhance
biomedical relation extraction. Lussier et al. describe PhenoGO, a natural
language processing system based on BioMedLEE, which assigns pheno-
typic context such as anatomical structure, body substance, and body
system to Gene Ontology annotations [27]. Gerner et al. developed Bio-
Context, a text mining system that contextualizes biomolecular events in
terms of species involved, anatomical location, and speculation or nega-
tion [28]. BIOSMILE augments relations with the surrounding words
signifying the location, manner, and timing of an event [29].

2.2. Evaluation of summarization systems

In a recent review of biomedical summarization systems, Mishra
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categorizes the evaluation of summarization systems into two groups:
intrinsic and extrinsic [30]. Intrinsic methods assess the quality of sum-
maries in terms of comprehensiveness, accuracy, and relevance with
respect to a gold standard. As no reference standards exist for summa-
rization in biomedicine, usually the gold standards used in evaluation are
produced manually in a proprietary fashion. Alternatively, some systems
use knowledge sources (such as the abstracts of papers) as their gold
standard. Common evaluation metrics include precision and recall; in the
case of text-based summaries, ROUGE metrics (Recall-Oriented Under-
study for Gisting Evaluation) are often used [31]. Most of the systems
reviewed by Mishra perform intrinsic evaluations. Extrinsic evaluations
measure the task-oriented success of a system (e.g., time to completion,
decision making accuracy, usability).

2.3. Significance

Casama builds upon current work in relation extraction by developing
a framework in which the context of relations is represented and
extracted, thus providing a more comprehensive summary that includes
relevant knowledge such as experimental context and population attri-
butes. The inclusion of additional knowledge in its summaries, and the
tying of contextual knowledge to relations, can then be used to facilitate
discovery of relevant facts by users.

Casama follows many of the summarization research trends identified
by Mishra: aggregation of multiple documents to reveal current research
directions, use of domain knowledge (i.e., Casama contexts) to enrich the
summary semantically, and combination of lexical approaches with
machine learning to extract relations and context. This paper presents an
intrinsic evaluation of Casama's representation and its automatic
extraction performance in terms of comprehensiveness and usability.
This was accomplished by measuring user perceptions of summarization
quality of manual and automatic annotations in comparison to a context-
free representation, SemRep.

3. Materials and methods

3.1. Representations

3.1.1. Casama
During the initial design phase of the Casama representation, two

lung cancer clinicians identified questions they perceived as important in
a clinical study on driver mutations in cancer. These questions were: 1)
how likely is it that my patient has this mutation; 2) is there a treatment
available for this mutation; 3) is my patient likely to respond? Informed
by these clinical questions, Casama was designed for the purpose of
capturing knowledge related to four possible study objectives: mutation
characterization (relevant to question 1), mutation detection (question
1), treatment (question 2), and prognosis (question 3). The Casama
representation is composed of a set of relations that describe the main
findings of a clinical study with respect to these objectives. Some ex-
amples of Casama relations are: biomarker correlated with clinical
feature, detection method detects biomarker, treatment improves outcome,
and biomarker predicts outcome.

Additionally, these relations are contextualized with patient context
(i.e., attributes of the patient population such as biomarker status, disease
stage, treatment history) and study context (e.g., methodological design,
cohort size, endpoints measured). Contextualization enables these sum-
maries to be queried from a patient-oriented and evidence-based
perspective. For a detailed description of the Casama concepts, re-
lations, and patient-oriented contexts, refer to [32]. Casama's represen-
tation of contexts related to strength of evidence can be found
in Ref. [33].

3.1.2. SemRep
SemRep is a relation extraction system that parses biomedical text for

subject-relation-object triples, which are presented in a context-free
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manner. Its representation is based on relations found in the Unified
Medical Language System Semantic Network, a comprehensive
biomedical vocabulary [34,35]. SemRep was originally designed to
facilitate biomedical research; however, it has been adapted for use in
clinical applications. For example, Fiszman evaluated Semantic MED-
LINE, a biomedical summarization system based on SemRep, in terms of
”clinical usefulness” in a drug-identification task [20,36]. A description
of SemRep's schema of relations and concepts can be found in Ref. [37].
3.2. Evaluation

This evaluation was designed to measure and compare several aspects
of each system from a user perspective: ability to represent the targeted
knowledge domain comprehensively; effectiveness of the automatic
annotation system; and overall usability.

The design for this user evaluation, depicted in Fig. 1, consists of the
following steps. First, articles on a variety of topics were selected to form
a gold standard. The articles cover topics outside the lung cancer domain
to demonstrate Casama's generalizability. These articles were annotated
both manually and automatically according to the Casama and SemRep
representations. Then, users were recruited to review the articles and
associated summaries. A questionnaire was composed that enables users
to rate the summarization quality of Casama and SemRep on a number of
topics, thus measuring the comprehensiveness of each system.

A statistical analysis was performed to discover whether one system
rated significantly higher than the other. This analysis was performed
both on individual articles and in aggregate. A separate analysis exam-
ined how summaries produced by manual annotation compared to those
generated automatically.

3.2.1. Article collection and annotation
A variety of articles spanning multiple topics were selected for
Fig. 1. Overview of the evaluation pipeline for (a) manually-an
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review. UpToDate and Medscape, two sources of human-curated sum-
maries on a variety of clinical topics, were searched for articles on ”driver
mutations in cancer” and ”targeted therapies in cancer.” The top ten
relevant articles were selected to form the set of articles to be reviewed.
The articles were numbered and organized into themes, as described
in Table 1.

To discover how well the Casama and SemRep representations were
able to capture the knowledge expressed in each article, the brat rapid
annotation tool [38] was used to manually annotate each of these articles
twice: first, for Casama relations and contexts; second, for SemRep re-
lations. Annotation guidelines were used in both cases. The Casama
guidelines for annotating relations and context can be found in Refs. [32,
33]. Three sources were used for annotating SemRep relations: SemRep
annotation guidelines detailed in Ref. [37], the existing SemRep gold
standard [39], and the output of the SemRep relation extraction program.

The annotations were subsequently exported to spreadsheets con-
taining each relation, the semantic types of its subject and object, the
sentence in which the relation was found, and for Casama, the contexts in
which the relation was found.

3.2.2. Automatic extraction
The most frequently occurring relations in the Casama gold standard

were targeted for automatic extraction. The relations were: biomarker
correlated with clinical feature, detection method detects biomarker,
biomarker predicts outcome, biomarker predicts worse outcome,
biomarker does not predict outcome, and treatment associated
with outcome.

Similarly, a subset of clinical features/population context was
selected based on an analysis of most frequently-occurring types in the
Casama gold standard. This subset comprises: stage, histology, biomarker,
and treatment history. Sex, race, and smoking history were also targeted as
these were readily extracted by lexicon or regular expression. The most
notated relations and (b) automatically-extracted relations.



Table 1
List of articles summarized and reviewed.

Article
number

Title Themes Source

1 Anaplastic lymphoma kinase (ALK)
fusion oncogene positive non-small
cell lung cancer

Driver mutations
in lung cancer

UpToDate

2 Systemic therapy for advanced non-
small cell lung cancer with an
activating mutation in the epidermal
growth factor receptor

Driver mutations
in lung cancer

UpToDate

3 Systemic treatment for HER2-positive
metastatic breast cancer

Driver mutations
in cancers other
than lung

UpToDate

4 Anti-angiogenic and molecularly
targeted therapy for advanced or
metastatic clear-cell renal cell
carcinoma

Driver mutations
in cancers other
than lung

UpToDate

5 Molecularly targeted therapy for
metastatic melanoma

Driver mutations
in cancers other
than lung

UpToDate

6 Systemic therapy for the initial
management of advanced non-small
cell lung cancer without a driver
mutation

Lung cancer,
other topics

UpToDate

7 Advanced non-small cell lung cancer:
Subsequent therapies for previously
treated patients

Lung cancer,
other topics

UpToDate

8 Personalized, genotype-directed
therapy for advanced non-small cell
lung cancer

Lung cancer,
other topics

UpToDate

9 Genetics of Non-Small Cell Lung
Cancer

Driver mutations
in lung cancer

Medscape

10 Breast Cancer and HER2 Driver mutations
in cancer

Medscape
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common study design contexts (study design, cohort size, p-values, and
endpoints) were extracted by a support vector machine classifier or by
regular expression [40].

Automatic extraction of relations was performed by a combination of
lexical matching (for concepts) and OpenIE, a general-domain relation
extraction system [41]. A set of lexicons was developed from various
sources such as biomedical ontologies [42–45], clinical guidelines [46],
and papers [47,48]. These lexicons were used to tag instances of concepts
within the Casama representation. In parallel, OpenIE extracted relations
between noun phrases based on a lexico-syntactic parse of each sentence.
Fig. 2. Overview of the automatic extraction method. First, abstracts are pre-processed to extrac
chunks. In parallel, OpenIE is used to extract relations from raw sentences in a domain-ind
final relations.
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If a relation was found whose concept types matched a frame in the
Casama representation, it was tagged as a valid relation and included in
the final summary. This process is illustrated diagrammatically in Fig. 2.

3.2.3. Evaluation of automatically extracted relations
To evaluate the summarization quality of automatically extracted

relations and contexts, a document set consisting of recent articles on
EGFR mutation in lung cancer was automatically annotated by both
Casama and SemRep. The document set comprised 1340 articles from
PubMed containing ”EGFR00 and ”lung” in the title or abstract, published
between September 1, 2013 and December 15, 2015.

The automatic annotations were exported to the same spreadsheet
format as described above.

3.2.4. User assignments
Seven users were recruited: three graduate students with 2–3 years of

experience in medical informatics, and four researchers with 1–3 years of
experience in a lung cancer clinic. Article assignments were allocated
such that each article and its associated spreadsheets were viewed by
3–4 users.

To minimize variability among the users, three of the researchers
evaluated the same set of articles (Group A); the three graduate students
evaluated the remaining articles (Group B). The groups of articles were
selected such that each group contained 1–2 articles from each
article theme.

The seventh evaluator, a researcher, was assigned a set of higher
difficulty articles and the spreadsheets of automatically extracted re-
lations. ”Higher difficulty” articles included those in domains for which
Casama was not tailored (i.e., ”driver mutations in non-lung cancers” and
”other topics in lung cancer”). As a result, we maximized the number of
users viewing these more challenging articles.

The final user assignments were as follows. Group A evaluated the
summaries for articles 1, 3, 4, 6, and 9. Group B reviewed articles 2, 5, 7,
8, 10, and the automatic annotations. The seventh evaluator was assigned
articles 2, 3, 4, 7, and the automatic annotations.

3.2.5. Questionnaire
A user questionnaire was designed to measure the quality of the

SemRep and Casama relations. A variety of topics were chosen to eval-
uate the comprehensiveness of each representation over the target
domain. We examined the SemRep and Casama concepts, relations, and
t sentences and noun phrases. Lexicons are used to identify concepts from the noun phrase
ependent manner. Tagged concepts and relations are mapped to frames to produce the



Table 2
Group A: Median scores and p-values for Wilcoxon rank sums when aggregated over all
articles, testing whether Casama's scores tend to be higher than SemRep's. Bold: p � 0.003
(significant after Bonferroni correction).

Topic Median
(SemRep)

Median
(Casama)

p-value

Identification of drugs 4 4 0.079
Effectiveness of drugs 2 4 2.8e-06
Clinical guidelines 2 4 6.5e-06
Side effects 3 4 0.16
Identification of genes 3 3 0.044
Prognostic effects of genes 2 3 0.00032
Clinical characteristics of genes 2 3 0.027
Biochemical characteristics of
genes

2 3 0.22

Diagnostic tests 2 3 0.55
Strength of evidence 2 4 6.5e-07

Overall summarization quality 2 4 1.5e-05
Comprehensibility 2 4 0.00089
Clinical decision support 2 4 4.3e-06
Precision medicine 2 3 1.8e-05
Evidence-based medicine 2 4 1.7e-05
Meta-analysis 2 4 3.6e-05
General biomedical research 2 4 0.00032

Table 3
Group B: Median scores and p-values for Wilcoxon rank sums when aggregated over all
articles, testing whether Casama's scores tend to be higher than SemRep's. Bold: p � 0.003
(significant after Bonferroni correction).

Topic Median
(SemRep)

Median
(Casama)

p-
value

Identification of drugs 4 5 0.026
Effectiveness of drugs 2 4 7.5e-

07
Clinical guidelines 2 5 2.2e-

06
Side effects 2 3 0.014
Identification of genes 4 4 0.26
Prognostic effects of genes 1 5 4.8e-

05
Clinical characteristics of genes 1 3 0.013
Biochemical characteristics of
genes

1 1 0.89

Diagnostic tests 1 3 0.11
Strength of evidence 1 5 6.5e-

07

Overall summarization quality 2 4 1.1e-
06

Comprehensibility 2 3.5 7.6e-
05

Clinical decision support 2 5 6.0e-
05

Precision medicine 2 4 4.8e-
05

Evidence-based medicine 2 5 1.4e-
06

Meta-analysis 2 4 2.5e-
05

General biomedical research 2 4 8.0e-
05
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contexts found in the articles to identify the types of knowledge they
attempt to represent. We then designed questions that would determine
the success of each system at capturing that knowledge. The relations and
contexts covered were translated into specific topics to be evaluated by
users: identification of drugs/treatments, effectiveness of drugs/treat-
ments, clinical guidelines for drugs/treatments, side effects of drugs/
treatments, identification of genes/biomarkers, prognostic effects of
genes/biomarkers, clinical characteristics of genes/biomarkers,
biochemical characteristics of genes/biomarkers, diagnostic tests/
detection methods, and strength of evidence. These topics represent the
union of knowledge captured over both systems; thus, they range from
biological topics (such as gene identification) to clinical topics (such as
prognosis). We aimed to discover the overlap between systems, identify
the relative advantages of each system, and compare the success of each
system from a user-oriented perspective. The users rated the quality of
the SemRep relations and Casama contextualized relations with respect
to these topics on a 5-point Likert scale (5 ¼ excellent, 4 ¼ very good,
3 ¼ good, 2 ¼ fair, 1 ¼ poor).

Additionally, the users rated the overall summarization quality,
comprehensibility, and usefulness of SemRep and Casama for several
high-level applications: clinical decision support, precision medicine,
evidence based medicine, meta-analysis, and general biomed-
ical research.

In a free-text portion of the questionnaire, users were asked to state
what relevant information was missing from the SemRep and Casama
summaries. Additional free-text comments on any topic relating to
SemRep and Casama were also encouraged. These comments were then
interpreted to provide insights linking the quantitative measurements to
the qualitative merits of each representation, and to inform future work.

The full text of the questionnaire can be found in the Appendix.

3.2.6. Analysis
TheWilcoxon rank sums test, a non-parametric test commonly used to

analyze ordinal data, determined whether one representation tended to
have higher scores than another. A significance threshold of 0.05 was
selected; however, due to the large number of hypothesis tests (one for
every topic and article), Bonferroni correction was applied, resulting in
various p-value thresholds for each group of tests [49].

To achieve sufficient statistical power for each topic, responses were
aggregated over all articles (p-value threshold ¼ 0.05/17 ¼ 0.003). To
assess the quality of automatic summarization with respect to ”ideal”
summaries produced by manual annotation, the ratings for automatic
extraction of relations by SemRep and Casama were compared to that of
manual annotation (p-value threshold ¼ 0.05/17 ¼ 0.003).

4. Results

4.1. SemRep vs. Casama per topic over all articles

Tables 2 and 3 present the median scores for each topic when
aggregated over all articles and the p-values for the Wilcoxon rank sums
test. In absolute terms, SemRep received its highest scores for identifi-
cation of drugs/treatments and identification of genes/biomarkers. Users
rated Casama most highly for identification of drugs/treatments, clinical
guidelines, prognostic effects of genes, and strength of evidence.

Comparing performance between Casama and SemRep, Groups A and
B rated Casama significantly more positively in effectiveness of drugs/
treatments, clinical guidelines, prognostic effects of genes/biomarkers,
and strength of evidence. Casama also received higher scores for overall
summarization quality, comprehensibility, usability, and in all high-level
applications.

4.2. Automatic extraction

Table 4 presents the p-values for the Wilcoxon rank sums test
comparing SemRep's automatically extracted relations to Casama's
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automatically extracted relations and contexts. No individual topic
showed significantly higher Casama scores; however, Casama did
outperform SemRep when aggregated over all topics (p ¼ 4.7 e�05).

Finally, manual annotations were compared with automatically
extracted relations for both SemRep and Casama (Table 5). SemRep's
automatic extraction of relations on EGFR mutation in lung cancer was
not significantly different from manual annotations on the same topic,
either individually or in aggregate.

Similarly for Casama, no significant effects were seen for the indi-
vidual topics. However, when aggregating Casama scores over all topics,
manual annotation of Casama relations/contexts significantly



Table 4
P-values for Wilcoxon rank sums, testing whether Casama's scores for auto-
matically extracted relations and contexts tend to be higher than SemRep's.
Bold: p � 0.003 (significant after Bonferroni correction).

Topic p-value

Identification of drugs 0.89
Effectiveness of drugs 0.043
Clinical guidelines 0.56
Side effects 0.15
Identification of genes 0.19
Prognostic effects of genes 0.083
Clinical characteristics of genes 0.043
Biochemical characteristics of genes 0.89
Diagnostic tests 0.89
Strength of evidence 0.11

Overall summarization quality 0.043
Comprehensibility 0.08
Clinical decision support 0.15
Precision medicine 0.06
Evidence-based medicine 0.25
Meta-analysis 0.06
General biomedical research 0.47
All topics 4.7e-05

Table 5
P-values for Wilcoxon rank sums, comparing manual annotation to automatic extraction.
Bold: p � 0.003 (significant after Bonferroni correction).

Topic Manual vs. automatic
(SemRep)

Manual vs. automatic
(Casama)

Identification of drugs 0.89 0.25
Effectiveness of drugs 1.0 0.56
Clinical guidelines 0.25 0.19
Side effects 0.89 0.03
Identification of genes 0.56 0.56
Prognostic effects of genes 0.67 0.31
Clinical characteristics of
genes

0.56 0.25

Biochemical characteristics
of genes

1.0 0.89

Diagnostic tests 0.021 0.31
Strength of evidence 1.0 0.25

Overall summarization
quality

1.0 0.15

Comprehensibility 0.22 0.38
Clinical decision support 0.77 0.083
Precision medicine 1.0 0.39
Evidence-based medicine 0.89 0.39
Meta-analysis 0.67 0.39
General biomedical
research

0.89 0.31

All topics 0.67 0.00061
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outperformed automatic extraction (p ¼ 0.00061).
4.3. Free-text comments

The free-text comments generally favored Casama over SemRep,
which is consistent with higher ratings on overall quality and compre-
hensibility. The users' comments give insight as to why: four users noted
a larger number of concept and relation types with SemRep, resulting in
more difficulty finding the desired information. In contrast, users
described Casama's representation as ”concise” and ”easy to search.”
Three users felt that the relations targeted by SemRep (such as ”chemo-
therapy treats human patients”) were ”very broad,”whereas Casama was
described as ”detailed” and ”focused.” Two users stated that the SemRep
relations were ”repetitive,” which one user wrote might be useful for
users unfamiliar with the knowledge space.

Certain Casama concept and relation types were identified as being
most useful: biomarkers, treatments, and outcomes were called out specif-
ically for helping users locate relevant information. In particular, users
60
appreciated that each concept type was unique (as opposed to SemRep, in
which multiple semantic types such as pharmacologic substance and
therapeutic procedure both refer to treatment). Users also named the
improves and recommended for relations as very helpful in capturing
effectiveness of drugs and associated clinical guidelines; these comments
are consistent with higher ratings in the questionnaire on these topics.

Casama's contextual elements were also viewed positively by the
users, especially contexts related to strength of evidence. Nearly every
user expressed appreciation for ”clinical trial information” or ”whether
or not a clinical trial determined the results.” One user said of Casama's
representation for strength of evidence, ”This is where Casama excels.”
There were fewer comments related to Casama's representation of patient
characteristics, though these were generally favorable as well (”stage of
cancer or past treatment is very helpful,” ”Casama provided more nuance
in clinical characteristics of genes/biomarkers.”) In contrast, users noted
that SemRep does not capture these contexts; therefore, users provided
lower ratings on these topics.

Lastly, users gave examples of relevant information that was not
targeted by SemRep or Casama. These included: statistical details (p-
value thresholds, hazard ratios), knowledge spanningmultiple sentences,
names of clinical trials, names of agencies with published guidelines, and
further information about diagnostic tests.

5. Discussion

This user evaluation showed that Casama's contextualized relations
resulted in more targeted and usable summaries, as evidenced in both the
user ratings and the free-text comments. Casama did better than SemRep
in the representation of clinical information such as treatment effec-
tiveness, prognosis, and especially strength of evidence, which was
highly rated both quantitatively and qualitatively. Indeed, Casama was
designed specifically to address these clinical information needs through
its concepts, relations, and contexts; this evaluation shows that it suc-
ceeds in doing so. In contrast, SemRep's relations are based on a broad
biomedical vocabulary. This is consistent with positive performance by
SemRep in the representation of general biomedical knowledge (e.g.,
identification of drugs/treatments and genes/biomarkers). Notably,
SemRep did not outperform Casama in these cases, suggesting that in the
domain of driver mutations in cancer, Casama captures the same
knowledge as SemRep and more.

There were also topics for which neither system performed particu-
larly well. These include: side effects, clinical characteristics of genes/
biomarkers, biochemical characteristics of genes/biomarkers (targeted
by SemRep but not Casama), and diagnostic tests. For these topics,
neither SemRep nor Casama received high marks, nor did one system
outperform the other. Iterating on the representation of these topics
based on user opinion, expert knowledge, and examination of existing
data and ontologies would likely improve Casama's performance on these
topics. For example, Casama's representation does not represent side
effects explicitly, instead combining the outcome concept to include both
positive and negative outcomes. A more nuanced representation
(perhaps based on the Ontology of Adverse Events [50] or bootstrapped
from the Federal Drug Administration's Adverse Events Reporting System
[51]) may be valuable to users seeking this type of information. For
diagnostic tests, users provided suggestions in the free-text comments,
noting that scoring mechanisms and clinical recommendations were not
captured. Clinical guidelines for diagnosis [52] could help inform im-
provements of the Casama representation on this topic. In terms of
clinical characteristics, Casama does include a fairly granular represen-
tation, though some areas could be improved. For example, one user
noted in the free-text comments that patient age was not clearly specified
(e.g., ”younger” vs. ”older” patients was not defined). An expert-guided
review could provide further recommendations for improving Casama's
representation in this area.

The free-text comments also revealed some useful observations about
what users value in a summarization system in terms of usability. Users
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appreciated that Casama provided a small number of specific concept
types, as this improved searchability of the summaries. In contrast,
SemRep's concept types proved too numerous for purposes of summari-
zation. Similarly, the Casama representation contains fewer and more
targeted relation types, whereas SemRep's summaries include what one
user referred to as ”basic facts” such as ”non small-cell lung cancer is a
neoplastic process.” This suggests that in the context of a particular task,
a coarse but targeted representation outweighs granularity from a user
perspective; this observation can be used when designing representations
for summarization in general.

With respect to automatic annotation, an important observation is
that SemRep's manual annotations are not significantly different from
SemRep's automatic annotations; in contrast, Casama's manual annota-
tions outperformed Casama's automatically extracted relations. There-
fore, SemRep is more limited by its representation than its relation
extraction method; the opposite is true for Casama. Another priority for
future work would be improvement of Casama's relation extraction al-
gorithms. Despite this, Casama's summaries produced via automatic
extraction outperformed those of SemRep.

This evaluation showed that Casama's contextualized approach to
summarization adds substantial value to summarization applications,
particularly for clinical decision support systems seeking to facilitate
evidence-based and precision medicine. Strength of evidence and pop-
ulation contexts are not only useful, but necessary elements in clinical
decision support systems that examine biomedical literature. Beyond the
clinical domain, Casama's contextualized representation would be useful
to users such as researchers, educators, and consumers, whose health-
related searches could be targeted more meaningfully with contextual
knowledge on study populations or strength of evidence.

5.1. Related work

As is most common with the evaluation of summarization systems
[30], we performed an intrinsic evaluation [53]. Unlike other intrinsic
evaluations that measured summarization quality via precision/recall,
ROUGE metrics, or custom metrics [36,54,55], our study elicited quality
ratings from users of Casama and SemRep. Our evaluation was similar to
previous evaluations of clinical summarization systems in that partici-
pants manually rated the quality of summarized information using a
discrete scale. For example, Kushniruk et al. and Elhadad et al. performed
user studies to evaluate usability of a clinical/consumer health summa-
rization system [56,57]; in Ref. [58], physicians rated a clinical question
answering system in terms of usability, answer quality, and time spent. A
differentiating feature of our evaluation is that we compared our repre-
sentation (Casama) against an existing benchmark representation (Sem-
Rep) with two different types of relations: (i) relations that were
manually annotated by humans and (ii) relations that were automatically
extracted by a machine. This evaluation design thus helped to pinpoint
which of Casama's strengths are due specifically to the design of
its schema.
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5.2. Limitations and future work

A limitation of this study design is the relatively small number of
evaluators and the finite amount of time available to review the articles
and summaries. Consequently, no article was reviewed by all evaluators,
potentially resulting in variability between Groups A and B. While ratings
were consistent between Groups A and B, a larger evaluation with more
reviewers per article would be ideal. An evaluation with clinical experts
would also reveal further insights about the summarization systems.

While the authors attempted to be as objective as possible in creating
the annotations and designing the questionnaire, it is impossible to be
perfectly unbiased. Furthermore, each evaluator was previously familiar
with the SemRep or Casama representations, making it impossible to
perform a blinded study. To mitigate the effects of inherent bias causing
the experimental design to favor one system over another, a future
evaluation should utilize external, blinded annotators and a question-
naire based on an expert-curated set of summarization requirements.

Short-term improvements to Casama include the incorporation of the
new concept types identified by the evaluators (statistical concepts,
additional clinical trial metadata, information about adverse events, and
details of diagnostic tests), and iteration on the automatic extraction al-
gorithm. With respect to evaluation, the promising results of this study
suggest that an extrinsic evaluation of Casama in the clinical setting is
warranted, as this would demonstrate how the system affects the per-
formance of clinical tasks, as well as how the system could be integrated
into existing clinical workflows. An example would be to evaluate the
speed with which a physician identifies the optimal treatment for lung
cancer patients, given each patient's particular medical history and ge-
netic profile. Because Casama uses a graph-based representation, it is
particularly amenable to visualization, and thus to assessing the impact
of such visualizations on clinical tasks – an area that has been identified
as needing further research [30].

6. Conclusion

This paper described an evaluation study in which users rated the
summarization quality of Casama and SemRep. While both representa-
tions achieved high scores for identification of drugs and genes, Casama
outperformed SemRep in capturing knowledge related to strength of
evidence, drug effectiveness, clinical guidelines, and more. Casama was
also highly rated for overall summarization quality and applications such
as evidence-based medicine. Further development of Casama's automatic
extraction algorithms and a clinically-oriented evaluation are warranted.
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APPENDIX
Questionnaire.

Name of article:
Rating labels: 5 ¼ excellent, 4 ¼ very good, 3 ¼ good, 2 ¼ fair, 1 ¼ poor.
Query/interaction task
Rate the quality of the relations for information on…
Identification of drugs/treatments (e.g., which drugs/treatments are used in this domain?)
Effectiveness of drugs/treatments (e.g., how well do these drugs/treatments work?)
Clinical guidelines for drugs/treatments (e.g., in what situations should these drugs/treatments be administered?)
Side effects of drugs/treatments (e.g., what side effects are associated with these drugs/treatments?)
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Identification of genes/biomarkers (e.g., which genes/biomarkers are relevant in this domain?)
Prognostic effects of genes/biomarkers (e.g., which genes/biomarkers predict response to treatment?)
Clinical characteristics of genes/biomarkers (e.g., who is more likely to have this gene/biomarker?)
Biological characteristics of genes/biomarkers (e.g., which biomolecular pathways are affected by this gene/biomarker?)
Diagnostic tests/detection methods (e.g., which procedures are used to detect this gene/biomarker?)
Strength of evidence (e.g., which results have been demonstrated in large clinical trials?)
Overall impressions
Rate the overall quality of the relations for capturing the knowledge contained in the article.
Rate the comprehensibility of the relations.
Rate the usefulness of the relations for informing clinical decision support.
Rate the usefulness of the relations for informing precision medicine.
Rate the usefulness of the relations for informing evidence based medicine.
Rate the usefulness of the relations for informing meta-analysis.
Rate the usefulness of the relations for informing general biomedical research.
Overall comments:
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